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    Functional MRI scanning generates large datasets (typically hundreds of Mbytes) that need to be efficiently and reliably transferred from the scanner to data analysis computers and archival media. Processing of these data sets also typically involves some routine image processing procedures, which can be time consuming because of the amount of data involved. In clinical cases where rapid processing of fMRI data is important, many potentially useful processing steps may often be omitted to save time.  In order to make these routine data manipulation steps more efficient and more reliable, therefore, we have implemented a fully automated data processing pipeline that detects MRI data as soon as it is acquired on the scanner and takes care of the initial critical aspects of the analysis.

    The automated pipeline consists of two custom-built software programs written in Perl: 1) a transfer daemon that runs on each scanner computer, and 2) a processing daemon that runs on a separate analysis computer. Each scanner data file contains an experiment ID code, which is used to guide that file through the processing pipeline. The transfer daemon detects raw functional MR data files (k-space files on our GE scanners) and copies those files across the computer network to the analysis computer (currently a Linux PC). After verifying successful transfer, the scanner raw data file is deleted to make space for more data. Anatomical images acquired by the scanner are also sent (using GE’s automatic image transfer option) as DICOM files to the analysis computer. 

    The second program in the pipeline is a processing daemon running on the analysis computer. Raw k-space data files are automatically reconstructed to images using pulse-sequence appropriate reconstruction programs for spiral or echoplanar data. An XML-based metadata descriptor file is also generated for each scan series (including DICOM anatomical images). These XML headers provide a common data description that can be used by all subsequent processing steps; they also contain a history of what processing steps have occurred.

    Our processing daemon can then carry out any of the following optional analysis steps (depending on parameters entered for that experiment ID): motion correction using AIR (Woods et al., 1998) or SPM (Friston et al. 1995), TR alignment using SPM, motion and intensity stability quality assurance plots using fScan (Voyvodic, 1999), and/or spatial smoothing using SPM. After all of the optional processing steps have completed, the resultant data are all transferred across the network to the user directories specified for that experiment ID. All original k-space and DICOM data files are also copied to tape storage. 

    This automated pipeline has dramatically reduced the incidence of lost MRI data and has greatly increased the efficiency and reliability of the initial data processing steps routinely performed in fMRI analysis.
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